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In this final part of a three-part series, we’ll cover digitizing element resource
consumption versus FPGA resource consumption, and then compare their power

consumption.

n Part 1 of this article series, we covered digital signal pro-

cessing blocks as well as digital up/downconverter blocks.

In Part 2, we covered programmable finite-impulse-

response filters and achieving channel amplitude align-
ment and gain flattening in great detail. In this final install-
ment, we'll cover digitizing element resource consumption
versus FPGA resource consumption, and then compare their
power consumption.

Digitizing Element Resource Consumption vs. FPGA
Resource Consumption

As discussed, on-chip hardened programmable fi-
nite-impulse-response filters (pFIRs) exist within the
analog-to-digital converter (ADC) data path before the
decimation stages. As we've shown, these pFIRs present us-
ers with significant application flexibility, but the pFIRs also
allow developers to significantlyreduce FPGA resources due
to the feature oftload to the digitizing IC itself.

The obvious question becomes: Why use the hardened
pFIRs on the digitizing IC instead of within hardware-de-
scription-language (HDL) fabric on an FPGA? This can be
answered in several parts: resource reduction, design com-
plexity, and power consumption.

Resource reduction is an im-
portant topic regardless of focus
area. In the case of the digitiz-
ing IC, hardened pFIR blocks
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different than traditional logic gates, such as flip-flops, and
count toward FPGA resource utilization separately.

To determine if the pFIRs should be used on either the
digitizing IC or the FPGA, the utilization of the FPGA—
specifically the DSP slice-utilization percentage—becomes
paramount. As a point of comparison, the chosen VCU118
platform contains an XCVU9P Virtex Ultrascale+ Xilinx
FPGA consisting of 6,840 DSP slices. While that’s a relatively
large number of DSP slices, the number of channels also
must be considered when determining how many filters are
to be placed in the fabric.

To achieve that, the desired input sample rate of the filter
must be known. Table I shows an estimated number of re-
sources required when synthesizing an FIR design on the
FPGA for several use cases that map to potential digitizing
IC data-path configurations. These estimated number of re-
sources for each filter comes from the Xilinx LogiCORE IP
FIR Compiler 7.2 block summary.

To view the summary, a filter was added to a simplified
MicroBlaze design (Fig. 1) that was created in Xilinx Vivado
Design Suite 2018.2. The 250-MS/s and 1-GS/s rates are sit-
uations where the FIRs would operate with decimated data
from the converters, while the 4-GS/s case assumes that the
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are already created and placed. 250 MHz 3072
In an FPGA, a FIR filter can 1 GHz 384 32 12288 180
be built from DSP slices that e e e e e

contain specific FPGA fabric
components intended for DSP
functions. FPGA DSP slices are

power consumption

Table 1: Higher FIR sample rates can overwhelm FPGA resource utilization and greatly increase system
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and more challenging. Secondly, the
routing of the rest of the FPGA design
can be impaired by expanding the FIR
filter design, which may make timing-
critical routing difficult, if not impos-
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1. An example of a MicroBlaze design; one FIR filter is implemented in the FPGA to determine

resource utilization.

data is input undecimated directly from the converter. Each
FIR filter runs at 250 MHz to mimic the speed at which an FIR
filter would operate if it were in the baseband data path and
contains 96 16-bit reloadable coeflicients.

Given the percentage utilization of the XCVU9P FPGA,
it becomes clear that a larger FPGA such as the XCVU13P
(with 12,288 DSP slices) must be utilized to contain all
of the required filters. In the case of 4-GS/s FIR filters, it
would take at least two of the XCVUI13P devices to share
the resource loading of every filter, which in turn increases
the cost of the design. In contrast, all filters required for all
16 channels used on the hardened DSP pFIR implementa-
tion discussed in Parts 1 and 2 of the series are completely
contained within the digitizing ICs themselves to achieve a
simpler system-design approach.

Another major concern with the FIRs inside an FPGA is
the design complexity associated with the high DSP slice-
resource utilization. Consider how to build the filter. On sili-
con, the filter design is fixed in a single location in the chip,
but the coefficients and weightings can be digitally altered,
resulting in a relatively static implementation.

In an FPGA fabric, the FIR filter design routes those DSP
slices in various regions of the chip. This means that as the
filter grows or changes, more area of the FPGA is consumed
and routing connections between DSP slices becomes more

FIR Input,  Filters Measured Calculated Power Burn
Sample | Required Powerper Powerfor All per Filter in
Rate in FPGA Filter Filters in FPGA (W){from
in FPGA (W) FPGA (W) XPE Tool)
250 MHz 32 0.075 2.40 0.391
1 GHz 32 0.22 7.04 1.564
4 GHz 16 0.81 12,96 6.254

Consumption

The general industry trend of in-
creased converter sample rates and
multichannel integration often leads
a system architect to analyze the sys-
tem power consumption when imple-
menting DSP blocks in the overall
design. Historically, these DSP blocks
have been implemented with the use of programmable logic,
such as is found within an FPGA. However, implementing
configurable blocks within the FPGA can often create excess
overall system power consumption.

To directly compare both systems, we created several
simplistic reference designs for the VCU118 to determine
the relative difference in power consumed by the FPGA-
based filter approach in a realistic scenario. The VCU118
was chosen because, at the time, it had the most DSPs of any
evaluation system directlyprovided and supported by Xilinx.

Based on the VCU118, we created two Vivado projects for
each FIR input sample rate—one with filters and one with-
out. For both the 250-MHz and 1-GHz cases, we inserted
eight FIR filters into the design like that shown in Figure 1.

In the 4-GHz case, we inserted only two FIR filters into
the design due to high resource utilization. We fed each filter
using the output of the Xilinx LogiCORE DDS Compiler 6.0
block to ensure use of valid data. It also was important to note
that we examined the RTL after synthesis to verify that filters
remained in the design, making sure they weren’t optimized
away. In the second design for each sample rate, the filters
were removed, but all other IP blocks remained in place.

Once implemented, we booted the designs and took cur-
rent measurements to create a relative power delta. By doing
so, we isolated the additional power required by the filters.

GPIO Controller

Worse-Case Total
Power for All Filters

in FPGA (W)
(from XPE Tool)

13
50
100

Table 2: Increased FIR sample rates lead to increased system power consumption
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FIR Configuration Power Comparison
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2. The hardened DSP blocks within the digitizer IC led to system-level power consumption

improvements.

The current draw of the filters can be seen in Table 2 under
the measured power per filter column. We then extrapolated
the total power draw for all of the filters using the data col-
lected for a limited number of filters in the design (eight fil-
ters for 250-MHz and 1-GHz cases and two filters for the
4-GHz case).

This delta was the basic unit of comparison, which was
used to scale to different configurations that aren’t imple-
mentable with the VCU118, but possible with the digitizer
IC. The authors believe it’s relatively fair or possibly advanta-
geous toward the FPGA because a real system’s power draw
is unlikely to scale linearly.

Lastly, we compared the results against the power esti-
mates for various filter implementations generated from the
Xilinx Power Estimator (XPE) tool.! The power estimates
are much higher than the extrapolated results, but this could
account for the nonlinear increase in power because of the
increased utilization.

To compare the power draw of the FIRs in the FPGA to
that of the hardened pFIRs in the digitizer IC, we compared
the measurements from the simple filter designs to the ac-
tual current draw of the multichannel system, which uses
hardened pFIR DSP blocks on the digitizer ICs.

Including all of the front-end networks and clocking
circuitry, the total system power consumption using the
digitizer IC platform without the hardened pFIRs enabled

with Table 2 and Figure 2 showing that
the power consumption of the 32 FPGA
FIRs (16 I FIRs and 16 Q FIRs) is 2.40
W. The filters in the FPGA are running
16X more slowly than those in the hard-
ened digitizer IC DSP blocks, but the FPGA still consumes
0.37X as much power as the hardened digitizer ICs.

Comparing the 32 1-GS/s FPGA FIRs to the hardened
4-GS/s pFIRs, the FPGA FIRs draw about 7.04 W (which
is already higher power consumption than the hardened
pFIRs) while operating 4X slower than the hardened pFIRs.
Comparing the 16 4-GS/s FPGA FIRs to the 16 hardened
4-GS/s pFIRs, the FPGA consumes 2X as much power with
this system configuration.

In summary, Figure 2 shows that the power consumption
of the hardened pFIRs in the digitizing IC is less than that of
the corresponding FPGA FIR filters. In addition, the hard-
ened pFIRs reduce the utilization of the FPGA DSP slices,
which in turn reduces the complexity of the design and brings
down thetotal power consumption. Using the higher-rate fil-
ters also opens more wideband use cases when a reduction in
data rate to 250-MS/s filters may not be possible.

One final factor to consider is the scalability of leveraging
a hardened DSP in a device like the digitizer IC, the AD9081,
over relying on FPGA resources. Utilizing 16 channels in
many applications may just be a small subarray of a final sys-
tem. System integrators who leverage hardened DSPs, like
in the AD9081, will have a more flexible solution at scale,
as well as a much simpler signal chain when compared to
expanding the back-end processing by adding FPGA re-
sources.
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3. The Quad-MxFE platform is available for purchase from Analog Devices.

For this argument, we have primarily considered systems
that possess a central processing model, in which all data
must eventually converge to a single FPGA. In this case, add-
ing more data converters with built-in filtering will require
more SERDES lanes as you scale channels, but it’s architec-
turally simple to manage since more FPGA resources aren’t
required. Without these hardened DSP features, a system
integrator would be required to connect multiple FPGAs
together to have the necessary resources for the same appli-
cation, which introduces a significant amount of complexity.

Conclusion

We have shown a system that uses DSP blocks integrated
within monolithic digitizing element ICs. The specific ex-
ample demonstrates that these digital blocks can provide
multichannel amplitude and phase equalization required

for phased-array, radar, satellite com-
munication, and electronic-warfare ap-
plications. A method using pFIR digital
filters and digital up/downconverter,
numerically-controlled-oscillator phase
offsets shows that multichannel broad-
band equalization can be achieved with-
out the need for these DSP blocks being
synthesized in the FPGA.

The system used for this demonstra-
tion is shown in Figure 3 and is called
the Quad-MxFE Platform? and is avail-
able for purchase from Analog Devices.
Specifically, AD9081 MxFE ICs have
been used as the backbone of the sub-
array design. Example HDL, MATLAB
scripts, and user documentation can be
found on the ADQUADMXFEIEBZ
product wiki page (Analog Devices
2020). The 16-transmit/16-receive cali-
bration board (ADQUADMXFE-CAL)
is available for purchase, too. Instrumentation and 5G mar-
kets also may have interest in performing these techniques
for subarray test and measurement or base-station develop-
ment.
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